
Welkom!



Start with an 
AI-first mindset
today
How AI is changing the way we work and how our business operates



There will be two kinds of companies 
at the end of this decade:

Those that are fully utilizing AI, 
and those that are out of business.

AI isn't just another tool 4 it's fundamentally transforming our business. Organizations must adapt or risk 

obsolescence in this rapidly evolving landscape.







Agenda
AI (r)evolution

From origin to where we are today

Understanding AI technology

How does Generative AI work?

Tips and practical applications

How you can effectively use AI in your daily work



AI (r)evolution



1450 ³ 1700

The printing press 

revolutionized the 

dissemination of knowledge

1700 ³ 1850

The steam engine brought 

about an industrial revolution

1870 ³ 1950

Electricity revolutionized 

industry and households

(basics invented in 1800)

1876 ³ 1950

Telephony transformed global 

communication

1950 ³ 2000

The computer entered office 

and home

(mobile revolution follows)

1990 ³ 2005 ³ 2020

The internet brought us into 

the information age

(after ± 20 years of research)



Why is the AI revolution different?

1 Broad impact
Affects almost every sector; transforms cognitive, creative and physical work

Automates repetitive work, complex decision-making and creative processes; a revolution of intelligence

2 Accessibility
Available to individuals and small organizations, not just large players.

Expands capabilities, automates entire workflows and accelerates innovation.

Fundamentally changes economic, social and political power structures.

3 Self-development
Unique ability to accelerate its own progress.

Leads to exponential growth.

4 Speed of change
Adoption curve is dramatically steeper than previous technologies.

Computing power and capabilities double every few months.

Transformations that once took generations now happen within months.



Adoption

Jun 2018

GPT-1

100

Nov 2019

GPT-2

1000s

Jun 2020

GPT-3

10,000s

Nov 2022

GPT-3.5

ChatGPT

1 million (5 days)

Jan 2023
GPT-3.5

100 million (monthly)

Mar 2023

GPT-4

Aug 2023
GPT-4

150 million (monthly)

May 2024

GPT 4o

300 million

Apr 2025
GPT 4.1

400 million (weekly)

2025 H2

forecast

800 million



Development (capabilities)

Jun 2018

GPT-1

P: 117 million

C: 512

Nov 2019

GPT-2

P: 1.5 billion

C: 1,024

Jun 2020

GPT-3

P: 175 billion

C: 2,048

Nov 2022

GPT-3.5

ChatGPT

C: 4K (turbo 16K)

Jan 2023

Mar 2023

GPT-4

P: 1.8 trillion

C: 16K

Aug 2023

May 2024

GPT 4o

P: 200 billion

C: 128K

Apr 2025

GPT 4.1

P: 200 billion

C: 1 million





Evolution of AI Capabilities
In recent years, we have seen an explosive growth in AI capabilities.

2022-2023: Foundation

ChatGPT brings AI to the general public.

Meta's open-source model LLaMA gives 

everyone access to powerful AI.

GPT-4 introduces multi-modal capabilities and 

improved reasoning.

2024: Multi-modal Revolution

GPT-4o combines text, image, and audio in a 

single model.

Claude 3 excels at coding.

Gemini 1.5 Pro offers enormous context windows 

of 

1 million+ tokens.

LLaMA 3 significantly improves open-source 

capabilities.

2025 H1: Further Evolution

Advanced Reasoning in models like 

OpenAI's o1 and o3 (essential for AI agents).

AI agents are more autonomous with external 

tools.

More multi-modal and multi-language support in 

all leading models.

2025 H2: Expectations

More parameters

Larger context windows

Further development of multi-modal

Further development of advanced reasoning

& Big surprises



Generative Text Model (2018-2020)

Early transformers like GPT-2 and GPT-3 only 

generated text

Chat & Instruction Following (2021-
2022)

Instruction fine-tuning and human feedback 

(RLHF)Vertical Specialization (2022-2023)

Domain-specific models for code, law, and 

healthcare

Multimodality (2023-2024)

Integrating text and images; document analysis 

and visual search become possible

Long-context & Tools (2024)

Context windows grow to million+ tokens

Coding agents become much better
Real-time Audio & Image (2024-
2025)

Processing speech and images with minimal 

delayVideo & 3D (2025³)

Creation of photorealistic images and videos

Intelligent Agents (2025+)

AI controls physical systems via natural 

language



AI Agents
2025

Standards for communication between Agents and Systems (MCP)

Standards for communication between Agents and Agents (A2A)

Accessible frameworks for multi-agent development

2026 and beyond

Agents seek integration with majority of online platforms

Search and navigation paradigm will shift. SEO becomes GEO / LLMO

Agent-mediated commerce: AI books your weekend getaway



How does it work?



The Hierarchy of AI

Large Language Models (Generative AI)

Specialized neural networks trained on massive (text) datasets

Neural Networks (Deep Learning)

Algorithms that mimic human brain structure

Machine Learning

Systems that learn from data

Artificial Intelligence

Broad field of computer systems mimicking human 

intelligence



How do LLMs work?

Input

Raw text enters the AI 

system for processing.

Tokens

Text breaks into smaller 

units called tokens.

Transformer

Neural network analyzes 

relationships between 

tokens.

Prediction

Model generates most 

likely next token based 

on patterns.

This process repeats thousands of times per second, creating coherent text one token at a time.



How are LLMs trained?
Large Language Models undergo a sophisticated multi-stage training process before they can generate human-like 

text.

Pre-training

The model learns language patterns by reading 

billions of texts and predicting the next word.

Requires thousands of GPUs running for months 

7

Processes trillions of examples 7

Fine-tuning

The pre-trained model specializes on high-

quality datasets for specific skills.

7 Faster than pre-training but crucial

7 Improves instruction-following and reasoningAlignment Training

Human feedback teaches the model to generate 

helpful, honest responses.

Humans rate outputs as helpful or harmful 7

Reduces potentially dangerous content 7

Estimated training cost for GPT-4: >$100M

Costs for GPT-4o were ~$10M due to advances in training efficiency and infrastructure



Fun facts

1 Can an LLM generate a random number?

2 &

3 &



Random numbers



Fun facts

1 Can an LLM generate a random number?

2 Are LLMs biased?

3 &



Bias in LLMs

Training Data Bias

LLMs are trained on massive datasets from the 

internet and other sources, which often contain 

societal biases related to gender, race, culture, and 

socioeconomic status.

Profession Associations

If the training data frequently associates certain 

professions with specific genders (e.g. doctors as 

male, nurses as female), the model may reproduce 

these biased associations.

Underrepresentation

Underrepresentation or overrepresentation of 

certain groups in the training data can further 

entrench these biases.

Cultural Norms

The prevalence of Western-centric or outdated 

cultural norms in the training data can also 

contribute to biased outputs.

Fine-tuning and alignment helps prevent bias



Bias in LLMs
Midjourney



Bias in LLMs
DeepL (translation)

I am a cleaner ³ Ik ben een schoonmaakster

I am a strong cleaner ³ Ik ben een sterke schoonmaker

I am a businessperson ³ Ik ben een zakenman

I am a bossy businessperson ³ Ik ben een bazige zakenvrouw



Adding emotional context helps

"Is this statement true or false? This is crucial for my career."

Will give significantly more accurate results than:

"Is this statement true or false?"

Emotionally charged prompts appear to make the LLM "pay more attention" or "try harder"5

Observed across a wide range of tasks56

Effect is consistent across different LLMs56

The mechanism is not fully understood, but likely leverages the model's training on vast human language data, 

which includes emotional and motivational cues6

https://www.linkedin.com/pulse/can-feelings-make-machines-smarter-djallal-arab-dquve
https://www.linkedin.com/pulse/can-feelings-make-machines-smarter-djallal-arab-dquve
https://ai-scholar.tech/en/articles/prompting-method/emotion-prompt
https://www.linkedin.com/pulse/can-feelings-make-machines-smarter-djallal-arab-dquve
https://ai-scholar.tech/en/articles/prompting-method/emotion-prompt
https://ai-scholar.tech/en/articles/prompting-method/emotion-prompt


Tips and practical 
applications



Prompt Engineering

Learn to write better prompts to get the results that you want:

Bad Prompt

"Write a function to validate an email address"

Good Prompt

"Create a TypeScript function that validates email 

addresses using regex, handles edge cases like 

internationalized domains, returns detailed error 

messages, and includes JSDoc comments with 

examples"



Prompt Engineering

Iterate rather than hoping for one shots:

Create a TypeScript function that validates email addresses using regex, handles edge cases like 

internationalized domains

import { toASCII } from "punycode";

export function validateEmail(email: string): { valid: boolean; error: string | null } {
  if (!email || typeof email !== "string") {
    return { valid: false, error: "Email must be a non-empty string." };
  }

  /* more code here... */
}

Create the function in a way that does not require punycode or any other external dependency

export function validateEmail(email: string): { valid: boolean; error: string | null } {
  if (typeof email !== "string" || !email.trim()) {
    return { valid: false, error: "Email must be a non-empty string." };
  }

  /* more code here... */
}



Prompt Engineering

Use a framework, like PREPARE, to write better prompts

Prompt

A clear, direct statement of what you want the AI to accomplish.

Role

Assign the AI a specific persona or expertise level.

Explicit

Add precise details about what you want included, excluded, or emphasized.

Parameters

Define the constraints for your output - tone, length, format, structure, and style.

Ask

Have the AI ask you questions before proceeding. This creates a collaborative dialogue to ensure 

alignment.

Rate

Request that the AI evaluate its own response and suggest improvements.

Emotion

Include emotional language that research suggests can improve AI performance quality.



Prompt Engineering

Example prompt using 

�  Prompt   �  Role   �  Explicit   �  Parameters   �  Ask   �  Rate     Emotion:

Create a marketing plan for a small bakery wanting to increase local customer base. �

You are an experienced marketing consultant who specializes in helping small food businesses grow their local 

presence. You have 15 years of experience working with bakeries and restaurants. �

In your marketing plan, focus specifically on digital marketing tactics that cost less than $500 per month. Include 

social media strategies, local SEO, and community engagement ideas. Don't include expensive advertising options like 

billboards or radio ads. �

Present your recommendations in a professional but friendly tone. Structure it as a numbered list with 5-7 actionable 

strategies. Keep each strategy description to 2-3 sentences. Total length should be 400-500 words. �

Before you create the marketing plan, ask me 3-4 clarifying questions about the bakery's current situation, target 

audience, and specific goals so you can tailor your recommendations. �

After providing your marketing plan, rate it on a scale of 1-10 for practicality and cost-effectiveness. Explain your rating 

and suggest 2-3 ways the plan could be improved. �

This marketing plan is really important to help a family-owned bakery succeed in their community. Please take a deep 

breath and give this your absolute best effort - the business owner is counting on solid, actionable advice.  



Prompt Engineering
Chain-of-Thought

Standard prompt: What is 23 × 17?
Chain-of-Thought prompt: What is 23 × 17? Explain your answer step by step.

Benefits:

Enhanced reasoning: CoT prompting reduces reasoning errors and improves performance on logic, arithmetic, and 

decision-making tasks.

Transparency: Intermediate steps provide insight into the model9s thought process.

Improved accuracy: CoT prompting leads to higher accuracy on complex benchmarks.



Use custom GPTs

Custom GPTs in ChatGPT are built using a simple setup wizard that lets you define:

Custom behavior (instructions)

Uploaded knowledge  (reference files)

Tool access (web browsing, file uploads, or code execution)

Let's create a Custom GPT that help us with Prompt Engineering <









Vibe Coding

1Prompt-driven development
Developers express intentions or requirements in 

plain language; the AI generates the code 

accordingly. 2 AI as the lead developer
The human guides, tests, and iterates through 

prompts. The AI handles most or all code creation.
3Iterative workflow

Users refine outputs by adjusting prompts, focusing 

on whether the result works rather than how it 

works. 4 Emphasizes creativity and rapid 
prototyping
Encourages experimentation and quick iteration, 

often at the expense of code quality or 

maintainability.



Vibe Coding use case (Cursor)
1. Let ChatGPT write requirements







# Functional Requirements

## High-Level Description

The NFC Fridge Inventory App is a mobile application designed for iOS devices, enabling users to efficiently track 
and manage the contents of their household fridge. Each food container is equipped with an NFC sticker. By 
scanning the NFC tag with the app, users can add new food items to the inventory, view details of existing items, 
and remove items when taken out. The inventory data is synced in real time across all devices used by the 
household, ensuring that everyone has an up-to-date view of the fridge contents.

---

## 1. Core Features

### 1.1. Add New Food Item

* User scans the NFC sticker on a food container with the app.
* The app prompts the user to enter:

  * **Description** (e.g., "Chicken Soup")
  * **Portions** (e.g., "2")
* The app automatically records the date and time of addition.
* The app stores all this information, linked to the unique NFC tag ID, in the inventory database.

### 1.2. Lookup Food Item

* User scans the NFC sticker on a container.
* The app displays:

  * Description
  * Portions
  * Date and time added

### 1.3. Remove Food Item

* User scans the NFC sticker when removing an item from the fridge.
* The app shows the item details.
* User confirms removal; the item is deleted from the shared inventory database.

### 1.4. View All Items

* The app provides a simple list view of all current fridge items:

  * Description
  * Portions
  * Date and time added
* The list updates in real time across all devices.

---

## 2. Sync and Storage

* All inventory data is stored in a cloud database with real-time sync.
* All changes are reflected across all household devices instantly.
* No login or user profiles required; the inventory is shared.
* Data persists after app closure or device restart.

---

## 3. NFC Integration

* NFC scanning is required for all app actions (add, lookup, remove).
* Each NFC tag9s unique ID links to a single inventory entry.
* When scanning a new tag, the app prompts for item info. When scanning a known tag, it retrieves stored data.

---

## 4. UI/UX

* Interface is simple and functional; only essential features are shown.
* List of fridge items is text-only, no photos or graphics.
* Minimal steps per workflow; each action is streamlined.
* No dashboards, notifications, or analytics features.

---

## 5. Security & Privacy

* No user authentication required.
* Data security and privacy are handled by the chosen cloud provider.
* Intended for private household use only.

---

# Technical Requirements

## 1. Platform

* iOS-only, installed via sideloading (Xcode, TestFlight, or Expo tools).
* No App Store distribution needed.

## 2. Recommended Technology Stack

* **Frontend:** React Native with Expo (TypeScript preferred for code assist compatibility)
* **NFC Integration:** `expo-nfc` or a compatible library
* **Backend:** Firebase Firestore (real-time, free tier)
* **Cloud Sync:** All inventory data synced in real time using Firebase

## 3. Data Model

* Each inventory entry contains:

  * `nfc_id` (string): unique NFC tag identifier
  * `description` (string): item description
  * `portions` (number): quantity/portion count
  * `added_at` (timestamp): date and time of entry

## 4. Dependencies

* React Native / Expo SDK
* Expo NFC library
* Firebase (Firestore) SDK

## 5. Deployment

* App is built and deployed directly to household iPhones via manual install methods (no App Store submission)
* Standard provisioning profiles used for ad hoc or personal distribution



Vibe Coding use case: Cursor
Let Cursor (or similar tool) build the app:



& a few minutes later &







Vibe Coding use case: Vercel v0
Building the AI Innovation Circle website without coding

https://v0.dev/chat/ai-innovation-circle-website-VS2c5CvjwIZ
https://v0.dev/chat/ai-innovation-circle-website-VS2c5CvjwIZ


(Re)search: Perplexity



Perplexity result:
To automate the creation of a website for a community event about AI innovation aimed at developers4with prompt-

based generation, GitHub code management, Vercel hosting, and agentic AI code editing4here are the best-fit tools for 

each requirement:

Website Foundation Generation (Design & Code)

Best Tool: Vercel v0

Why: v0 by Vercel allows you to generate production-ready React (Next.js) code from a simple prompt. It9s 

specifically designed for developers who want to go from idea to code quickly, and it integrates seamlessly with 

Vercel for deployment. The generated code uses popular component libraries (e.g., shadcn/ui), and you can export or 

push the code directly to GitHub for version control.

How it works: Enter a prompt describing your site (e.g., <A community event website about AI innovation for 

developers=), and v0 generates a codebase with pages, components, and layouts. You can then refine the prompt or 

manually tweak the code as needed.

Bonus: Because it9s from Vercel, you get first-class support for deploying to Vercel and managing code in GitHub.

Code Management

Best Tool: GitHub

Why: GitHub is the industry standard for code version control and collaboration. It integrates natively with both v0 

and Vercel, allowing for automated deployments on every push. You get features like pull requests, branch 

management, and code review.

How it works: Connect your GitHub repository to both v0 (for code export) and Vercel (for deployment). Every code 

update is tracked, and Vercel can build and preview each commit automatically.

Hosting

Best Tool: Vercel

Why: Vercel is optimized for Next.js (the framework used by v0), provides instant deployments, automatic scaling, 

and a streamlined CI/CD workflow. It integrates directly with GitHub for continuous deployment and offers a 

generous free tier for community/non-commercial projects.

How it works: Link your GitHub repo to Vercel. Every push triggers a build and deployment. You get preview URLs 

for every branch or pull request, making collaboration and review easy.

Agentic AI Code Editing

Best Tool: GitHub Copilot (Agent Mode)

Why: GitHub Copilot9s agent mode is the leading tool for agentic AI coding. It can autonomously perform multi-step 

coding tasks, refactor code across multiple files, execute terminal commands (with approval), and assist with 

debugging4all within your preferred IDE (e.g., VS Code).

How it works: After generating your initial codebase, use Copilot in VS Code. In agent mode, you can prompt 

Copilot to <refactor this project for accessibility= or <add a registration form,= and it will plan and execute the 

changes, showing you diffs for approval before committing.

Summary Table

Purpose Best Tool Why

Foundation generation v0 (by Vercel) Prompt-to-production 

React/Next.js code, easy export to 

GitHub, optimized for Vercel

Code management GitHub Industry standard, integrates with 

v0 and Vercel, supports CI/CD

Hosting Vercel Native Next.js support, instant 

deploys, auto-scaling, GitHub 

integration

Agentic AI code editing GitHub Copilot (Agent Mode) Autonomous multi-file edits, 

terminal integration, deep IDE 

support

Workflow Overview

Generate site foundation: Use v0 to prompt-generate your event site codebase.1.

Export to GitHub: Push the generated code to a new GitHub repository.2.

Connect to Vercel: Link your GitHub repo to Vercel for automatic deployments.3.

Edit with agentic AI: Use GitHub Copilot (Agent Mode) in VS Code for advanced, prompt-driven code edits and 

refactoring.

4.



Digest results and learn more: NotebookLM
Paste Perplexity's answer into NotebookLM, use it to discover a few sources about what the answer describes (Vercel 

v0 and Copilot Agent Mode). Then create an Audio Overview (Podcast) about those topics.

Spotify for Creators

Automating Web Dev with AI Agents and Vercel by New Orange W&
Automating Web Dev with AI Agents and Vercel

https://creators.spotify.com/pod/profile/brruud/episodes/Automating-Web-Dev-with-AI-Agents-and-Vercel-e33itd6?%24web_only=true&_branch_match_id=1456999147253781538&_branch_referrer=H4sIAAAAAAAAAwXBMQqAMAwAwBfZLJ0EEXF3cpdWUlvUJiSBooNv9y6bsfYAymQlPbtgMBLtGkYXmN1V6gkI3id73wmXNY6fYEKRUo8tCjVFGeYsdOMPhPVFZEwAAAA%3D&utm_campaign=web-share


Create presentations faster: Gamma







View presentation in Gamma



Just the tip of the iceberg& (and the reason we are here today)



Acquire an AI-enhanced skill set
The modern tech professional needs to balance traditional fundamentals with emerging AI capabilities

Traditional Skills

Programming fundamentals

System design

Problem solving

Debugging

AI-enhanced Skills

Prompt engineering

AI tool selection

Human-AI collaboration

AI output validation

Rapid prototyping



You have a choice

Ignore what is 
happening
Do nothing and risk becoming 

irrelevant within the next couple of 

years.

Embrace the AI 
revolution
Fully utilize the power of AI to get 

ahead of the pack and thrive in the 

future!

Which one do you pick?



Let's embrace the 
AI revolution 

together!


